ECE 315 - DISCRETE RANDOM VARIABLES - INVEST 10
JOINT PROBABILITY DISTRIBUTIONS

WINTER 2004 A.P. FELZER

Todo "wel" on thisinvestigation you must not only get the right answers but must also do nest,
complete and concise writeups that make obvious what each problem is, how you're solving the
problem and what your answer is. Y ou also need to include drawings of all circuitsaswell as
appropriate graphs and tables.

One of the first thingswe did in Investigation 1 was to calculate the probability of the intersection

of two events A and B asfollows P(A C B) - the probability that the result of arandom experiment
isan outcomein both A and B. The objective of this Investigation is to generalize on these results
with the calculation of joint probabilitieslike f,, (1,2) - the probability that the result of arandom
experiment is an outcome for which both X=1 and Y=2.

1. The objective of thisfirst problemisto illustrate what we mean by joint probability with an
example using the following experimental data from arandom experiment conducted a "whole
bunch" of times
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Make use of this datato calculate each of the following joint probabilities f,, (X y) of the
random variables X and Y

a fxy(1,1) = P(X=1 and Y=1)
b. fxy(1,2) = P(X=1 and Y =2)
c. fxy(2,1) = P(X=2 and Y=1)
d. fxy(2,2) = P(X=2 and Y =2)

2. Suppose weflip two fair coins to generate the two random variables X and Y asfollows

X Y
0 Firstcoinisahead 0 Second coinisahead
1 Firstcoinisatail 1 Secondcoinisatail

a. Write out in words what each of the following joint probabilitiesis the probability of

fxy(0,0) = P(X=0 and Y =0)
fuy(0,1) = P(X=0 and Y =1)
fxy(1,0) = P(X=1 and Y=0)
fuy(1,1) = P(X=1 and Y =1)

b. Flip two coins at least 50 times and then make use the results to generate the joint
probabilities of part (a) like you did from the datain Problem (1)



c. Put your probabilities from part (b) in a Table of the following form

Y
N2 1

0

d. What information doesfxy(0,1) give usthat we don't get from just fx(0) and fy(1)
e. How can fx(0) be found from fxy(0,0) and fxv(0,1). Explain

3. Suppose X and Y are random variables such that X cantakeonthevaues1,2or 3and Y can
take onthevalues 1 or 2. And that their joint probabities are as follows

fuy(1,1) = P(X=1and Y=1) = 0.1
fwy(1,2) = P(X=1and Y=2) = 0.2
fuy(2,1) = P(X=2 and Y=1) = 0.2
fuy(2,2) = P(X=2 and Y=2) = 0.1
fyy(3,1) = P(X=3 and Y=1) = 0.3
fwy(3,2) = P(X=3 and Y=2) = 0.1

Put the datain a3x2 Table with entries fyy(X,y) = P(X=X, Y=y)

Find fx(1), fx(2) and fx(3). Explain and justify how you got your results
Find fv(1) and fy(2). Explain and justify how you got your results
Generalizing on the results of part (b) and (c) we have

F()=a fexy) ad  f(y)=Q fuxy)
y X
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with f, (x) and f, (y) equa to the marginal probability distribution functions of
f (X y). Memorizethese expressons. Then verify that the probabilities you
calculated in parts (b) and (c) satisfy

af()=1 ad Q4 f.(y)=1
X y

e. Explain in words why the sumsin part (d) add up to one

4. Given the following double sum
aa fu(xy
Xy

a. Find this double sum for the joint probability distribution in Problem (3)
b. Explain why this double sum adds up to one

5. Given two random variables X and Y
a. What is the relationship between fy y(x]y) and fx(x) when X and Y are independent

b. What isthe relationship between fxv(X,y), fx(x) and fy(y) if X and Y are independent.

Hint - thisisreally the same relationship as that between P(A C B), P(A) and P(B) when
events A and B are independent



¢. How could you determineif X and Y are independent from the values of fxv(X,y)

d. Determine whether the random variables X and Y in Problem (3) are independent. How
canyoutel

6. Given the following probability distribution functions for the random variables X and Y
fx(1) = 0.3 fx(2) =0.7
fy(1) = 0.6 fy(2) =04

a Find thejoint probability distribution function f,, (x,y) if X and Y are independent.
Explain how you got your result. Put your result inaTable

b. Repest part (a) but this time come up with apossible joint probability distribution function
f (X y) if Xand Y are not independent. Put your result in aTable

7. Generalizing on our definition for cumulative probability distributions of random variable X as
follows

F (X) =P(XE x)
we definecumulative joint probability distribution functions F, (x,y) asfollows
Fo (X, Y) =P(XE X, YE£Y)

a Cdculate F,,(2,5)= P(X £2, Y £5) for the random variables X and Y with joint
probability distribution f,. (x,y) asfollows

X
N1 203

3(01 02 01
4101 01 01

5101 0 02

b. Cdculate K, (X,y) for therandom variables X and Y in part (a). Put your resultsin a
Tablelikethat for f,. (X, Y)

c. Describe and explain what's happening to the probabilities F., (x,y) aswe go down the
columns and across the rows

8. Make use of the fact that
E[g(x,y)] = & 9(x, ) fyy (X Y)
Xy

to write out the sum of termsfor calculating E[X + Y] if X hasthevalues X ={2, 3}, Y hasthe
values Y ={4, 5} and their joint probability distribution isgiven by f,, (X y)

9. Giventhat X and Y are the random variables with the following joint probability distribution
Fr (X Y)



10.

11.

12.

13.

X

N2 3
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a. Find E[X +Y]. Hint - set up and make use of a Table with columns X, Y,

X +Y and fxy(X, y)

b. Show that your result for E[X+ Y] in part (a) isequal to E[X] + E[Y]
c. Find E[XxY]

Generalizing on the analysis in Problem (9Db) it can be shown that in generd

E[X1+ X2+ ... Xn] =E[X1] + E[X2] + - - - + E[Xn]

Make use of thisresult to show that if X1, Xo, . . . X areidenticaly distributed random

variables X then
E[X1+ X, +...Xp] =nE[X]

Make use of the result in Problem (10) to show that the expectation of a binomia random

variable equal to the number of successesinntriasisgivenby E[X] =np
How are conditional probabilities asfollows

Fav(X:Y)
different from joint probabilities. Illustrate with an example

Review Problem: Given the following circuit

+ VR() _

AN E
vs(t) qt) — vc(t)
-

Sketch the steady state sinusoids vg(t), vr(t) and v(t) if the frequency f isa

a. Low frequency
b. High frequency




